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Application for computing time NHR4CES / HPC.NRW / RWTH

How can | get access to supercomputers?

Tim Cramer

GREAT COMPUTING COMES WITH GREAT SUPPORT.



NHR4CES HPC.NRW

National High Performance Computing Center for
Computational Engineering Sciences

— Part of the association for National High Performance Computing (NHR) "

— Aims to provide scientists at German universities with Competence
— the computing capacity they need for their research promsonor \GB QT
— skills for the efficient use of this resource aniouns.

— NHRA4CES collaborate in topic-specific Simulation and Data Laboratories
and Cross-Sectional Groups Or et V52

— Common computing time application processes

IT Center at RWTH Aachen (picture: @ Quadflieg)

Applieation for Computing Time | Tim Cramer j R\WNTHAACHEN
PP P g | 2 DARMSTADT UNIVERSITY 05.02.2024




-
Introduction HPC.NRW

— HPC resources are expensive
— Up to 15 Mio € per Tier-2 system (expected life time: ~5 years)
— Local staff for administration, maintenance, support, review processes, procurements, etc.
— ~ 1 Mio € power consumption per year / system (depending on system size)

— Funding agencies (DFG, NRW, Bund, etc.)
— Usage only for scientific purpose (e.g. crypto mining strictly forbidden)
— HPC operators have to ensure scientific usage
— Compute time application & review

— Project monitoring
— Project reports
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_________________________________________________________________________________________________
Recap: HPC Pyramid HPC.NRW

Tier 0: European Level
— Partnership for Advanced Computing in Europe (PRACE)
— https://prace-ri.eu/hpc-access/calls-for-proposals

Tier 1. National Level (large scale)
— Gauss Centre for Supercomputing (GCS)
— Jdlich (JSC), Munich (LRZ), Stuttgart (HLRS)
— https://www.gauss-centre.eu/for-users/hpc-access

Tier 2: Regional-National Level
— Nationales Hochleistungsrechnen (NHR): https://www.nhr-verein.de
— Gauss Allianz (GA): https://gauss-allianz.de
— Aachen, Cologne, Paderborn (and others outside NRW)

/ Institute Clusters, etc.
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— E.g. local universities
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Quick Reference Cards HPC.NRW

— Information as quick reference cards:
https://hpc.dh.nrw/en/hpc-access/application-for-hpc-resources

START .
Taia s'?:rizntisl o PRACE: European Centers (' Tier-0
«’/; Ge)r(man university or re\—\i\ no > BSC (ES). CINEACA (IT), GCS
ot (DE), GENCI (FR), CSCS (CH)

~._ search institu- _~ Verv | | jects)
ton? (Very large scale projects
) yes > : Tier-1
yes l Gauss Centre for Supercomputing (GCS) &'
- \\\ TN Jillich Supercomputing Centre (JSC) & (>15 Mio. Core-h)
e Are_ > e Do N Leibniz Supercomputing Centre (LRZ) (& (>45 Mio. Core-h)
7 youascientist ™ -~ you have the ™ HPC Center Stuttgart (HLRS) & (=100 Mio. Core-h)
of a university or research need for a very large-
institution in scale project?
NRW?
Tier-2
il HPC.NRW
IT Center RBWTH Aachen, ITC Aachen (&'
Paderborn Center for Parallel Computing, PC? (&
Do you have a local Regional Computing Centre Cologne, RRZK (&'
you know your - ; yes N
resource needs? Tier-3 center that can fulfill
your needs? -~ National Tier-2 Centers outside NRW
~_ ~_ CSC Frankfurt, DWD Offenbach, DKRZ Ham-
nol | don't know T burg, GWDG Gﬁttlflgen, HRZ D'arms13dl, SCC
Karlsruhe, ZDV Mainz, ZIB Berlin, ZIH Dresden
,/// Do .
7 youhave local no —
S~ HPCsupport? HPC.NRW fier:3
\\\ ~ Aachen (2, Bielefeld (2", Bochum &, Bonn (£, Cologne (&,
Dortmund (&', Diisseldorf (2, Duisburg-Essen (3,
yes Miinster (2, Paderborn (&', Siegen (£, Wuppertal &'

Contact HPC.NRW support:

Contact your local support B lhepdesk@hponw
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Roles and Tasks HPC.NRW

— Principal Investigator (PI)
— Responsible for the project application
— Needs to be a senior researcher (e.g., a leading scientist with a Dr./PhD degree)
— Can also act as reviewer for other NHR projects
— Has to sign the proposal
— Responsible for status report
— Can grant access to further Project Members (PM)

— Person of Contact (PC) [formally known as Technical Contact (TC)]
— Prepares the application and the project description
— Fills out the (online) forms
— Manages the computing project technically
— Can grant access to further Project Members (PM)
— Responsible for adding members to the project

— Project Member (PM)
— Can use the granted computing time
— Can be ANY person selected by the PI/PC, independent of the affiliation
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Who can use the computing resources at RWTH Aachen University? HPC.NRW

— Authorized users without computing project application
— Members of RWTH Aachen University
— Members of the UKA for research and teaching (FB10) Exception: RWTH
— Persons with partner status of RWTH Aachen University

projects for members of
FZJ

— Authorized users through JARDS computing project application
— Members of German public or government-approved teaching and-+research-stitutions

— Members of non-university research institutions need a Pl who owns a Ph.D. / professorship from a
German university

— Members of non-university research institutions are still welcome as project members (PMs)

— Projects require a Principle Investigator (PI)
— Leading researcher (usually with doctorate)

— Citizens of countries that are subject to the export control policy of the German Federal _
Government may need additional authorization from the German Federal Office for Economic
Affairs and Export Control (BAFA) before they are allowed to use HPC resources
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How to apply for computing resources? HPC.NRW

_ o Resource
: : Proposal Formal Technical Scientific :
PIEEE e eI Submission Evaluation Review Review Alll\jl)gﬁﬂgnnagnd

Most effort for you here, we will
take care about the other steps

Really? So complicated? | just want to do research!

- Don’t be afraid! It is not that bad ;-)
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. . Resource
. . Proposal Formal Technical Scientific Allocation ‘.j:
PrOJect Preparatlon 1 l6 Submission Review Review and ‘l - H PC N RW
Monitoring .

— Effort for proposal depends on amount of required resources

— Resource estimation (allocation in Mio-Core-h)
— Core-h := Usage / reservation of one core for one hour

— Example Core-h: Using one compute node with 96 cores for one year (24/7):
96 cores * 24 h * 365 days = 0.84 Mio Core-h

— Example Memory: Many HPC systems are equipped with 2-4 GB per core.
— Trial accounts / test projects possible ("PREP”)
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. . Resource
. . Proposal Formal Technical Scientific Allocation ‘.i
PrOJect Preparatlon 2/6 Submission Review Review and ‘l . H PC N RW
Monitoring .

| want to use GPUs! Why are you talking about Core-h?

— GPU resources are not accounted in a specific metric like "GPU hours (GPU-h)"
— We account all resource in Core-h for historical reasons / simplification
— Mapping Core-h <> GPU-h exists:

One GPU-h corresponds to 24 Core-h

— Example: Using one GPU for one year (24/7):
24 cores * 24 h * 365 days = 0.21 Mio Core-h
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. . Resource
. . Proposal Formal Technical Scientific Allocation ‘.j:
Project Preparatmn 3/6 Project Preparation J [y - c S oo o . HPC.NRW
Monitoring .

— Identify a fitting project category [~ imits

New category Mio. Core-h CPU | Mio. Core-h GPU Scientific CLAIX-2023 CLAIX-2023
per year / project | per year / project Review Contingent Contingent

CPU per year GPU per year
[Mio. Core-h] [Mio. Core-h]

RWTH Thesis <0.048 <0.048 Rolling No Tier-3 - -

RWTH Lecture  <0.048 <0.048 Rolling No Tier-3 40 2

RWTH small <0.24 <0.12 Rolling No Tier-3 140 2

NHR Prep Test projects Test projects Rolling No Tier-2 16 2
only (really!) only (really!)

NHR Normal 1-12 <2 4x p.a. /rolling Yes Tier-2 200 15

conditional approval as
soon as scientific
reviews are available

NHR Large 12 - 50 <4 4X p.a. Yes Tier-2 130 10
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H H P | F | Technical Scientifi /Fil? soutrce
' 3 roposal ormal echnica cientific ocation ‘j:
P rOJect P reparatl on 4/6 Project Preparation Submission Evaluation Review REVIE and ‘l C H P C N RW
Monitoring .
START Contact support: ] )
servicedesk@itc.rwth-aachen.de Yes RWTH Thesis Tier-3
" <0.048 Mio Core-h w
Do you know Bachelor or CLAIX-2018 g
how many master thesis No T hing / Lé
resources you AND = 0.048 | etac ";ngND [Yes E
need? Y io Core-h? ecture . * ™~
'ou are not < 0.048 Mio &
Yes allowed to Core-h? 2
ldentify a el fors :
project. RWTH Small “
f' . - member of publically Yes < 0.36 Mio Core-h 5
Ittl ng p rOJ eCt funded university in No CLAIX-2018
t Are you a Need more
Ca egory ¥, member of RWTH, than 0.36
= FZ) or UKA? No Mio Core-h?
Application
. . No
porting, testing or Tier-2
scalability
. analysis? No »
Coming soon:
Additional WestAl 50 Mio o
| |O n a. eS than 12 Mio 12-50 Mm_Care—h
Core-h? Yes (GPUS: max. 4 Mio Core-h)

projects

CLAIX-2018

Prep
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. . Resource
. . Proposal Formal Technical Scientific Allocation ‘.i
Project Preparation 5/6 Submmsson Foven gAY e B HPC.NRW
Monitoring .

— For larger projects you need to provide scaling information
— Tutorial: https://hpc-wiki.info/hpc/Scaling_tutorial

— Prepare a project description (templates can typically be found on the local websites)
— Most important part, will be scientific reviewed

— NHR categories
— Only the Resource Allocation Board (RAB) decides about computing resources

Deadline TecRev Deadline [SciRev Deadline |[RAB Meeting Project Start (German: “getaktetes Verfahren”)

01.01. 15.01. 20.02. End of February 01.04.
01.04. 15.04 20.05. End of May 01.07.
01.07. 15.07. 20.08. End of August 01.10.
01.10. 15.10. 20.11. End of November 01.01.

- Even for NHR normal: Formal resource allocation only after the meeting of the RAB

Application for Computing Time | Tim Cramer TECHNISCHE RWTHAACHEN NHR4 05.02.2024

\ UNIVERSITAT

5 DARMSTADT UNIVERSITY CES


https://hpc-wiki.info/hpc/Scaling_tutorial

Resource

Project Preparation 6/6 Project preparation J NG c.oion IV <. i HPC.NRW

Monitoring

You want to bring your research to another level?

N H R4C ES PrOJeCtS Use our computing time!

And how?

v

— New step by step guide Easy access: Try it out: Continuous: Think big:

NHR starter projects PREP-projects Normal projects Large projects

~ N Ve \ 7

P =, ; \ / \
/ \ / \ \

[ For applicants without a deeper | ‘ X Maximum duration of * Upto 12 Mio. core-h peryear | [ o to 50 Mi h
h tt " // h 4 d /h » background knowledge of High six months up 0_ Leb sl 2o yecnj
- S . WWW . n Ce S . e C = Performance Computing . GPUs in Aachen: max. 2 Mio. . GPUs in Aachen: max. 4 Mio.

- e core-h core-h
For porting applications or

Your application will be assigned . el aeake . GPUsin Darmstadt: max. 1 Mio. . GPUs in Darmstadt: max. 2 Mio.
a_C Ce SS to one of the NHR centers, from Ly, Snalyst core-h core-h

| “where you will receive advice, and
limited HOC resources for use of
one year.
vy

From 12 Mio. core-h per year \

Application possible four
« Continuous application possible » Continuous application possible times a year:

Large project application deadlines:

( project start January 1: deadline project start April 1: deadline project start July 1: deadline project start October 1: deadline
October 1 (of the year before) January 1 (same year) April 1 (same year) July 1 (same year)

oct|_[JAN] JAN| _[APR| apr| (UL JuL|_[ocr|
1st Lst 1st “| 1st 1st 1st 1st | 1st |

\

Deadline Start Deadline Start Deadline Start Deadline Start
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https://www.nhr4ces.de/hpc-access/
https://www.nhr4ces.de/hpc-access/

Resource
Proposal Submission e v @ HPC.NRW
onitoring hd

1. Use the local submission system (JARDS)
— RWTH categories https://www.itc.rwth-aachen.de/hpc-project
— NHRA4CES: https://www.nhr4ces.de/hpc-access/

2. An external Principal Investigator (Pl) has to sign the application

3. Send signed and scanned proposal
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Formal Evaluation &
Technical Review

PrOJect Preparation

Resource
Proposal Formal Technical Scientific Allocation "ﬂ:
Submission Evaluation Review Review and ‘l . H PC N RW
Monitoring L4

Formal Evaluation

— Formal aspects of a project are verified by the HPC center (e.g., Is the Pl a professor or
owns an Ph.D?)

— PI (or contact person) will be contacted if questions/problems show up
— Duration: usually some work days

Technical Review

— HPC experts will check your proposal for technical feasibility (e.g., availability of
requested resources, software, etc.)

— Duration: up to two week
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. . ou . Resource
. . Proposal Formal Technical Scientific Allocation ‘.i
S c I e ntlfl c RQVIEW FlEEE P e e Submission Evaluation Review Review and ‘l . H P C N R W
Monitoring .

— Not done for test (or smaller) projects

— We select 1-3 reviewer (=experts in the corresponding scientific domain)
— Depending on project size: Internal (=RWTH) or external experts

— Single-blind review

— Reviewers check the scientific soundness

— Duration:
— Rolling calls: usually 4-6 weeks
— Fixed date calls: up to 10 weeks (depending on deadlines)

— Note: If your project proposal is successful, you might be requested as review for other
projects in future (also from other NHR centers!)
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]
R A" t d ) D Resource
o (25 i, | HPC.NRW
onitoring .

Monitoring 1/3

— The Resource Allocation Board (RAB, “Vergabegremium”) decides about the resources
for the project

— In case of success:
— generate an account (if not done already)
— add members to the approved compute project
— prepare and submit job scripts for the project
— obtain the project account information (quota, usage, etc.)

— Typical time for a project: One year
— Uniform resource consumption on monthly-base expected
— You might borrow Core-h from next month or use from last month

Application for Computing Time | Tim Cramer Soe | IR\NTHAACHEN NHR 05.02.2024

UNIVERSITY CE



Resource

R Allocati d
onitoring .

Monitoring 2/3

New application
(< 8 Mio. Core-h)

B Formal reject:
. I . Resubmission of
Technical Review : -
improved application
(< 2 weeks)
' recommended :
ﬁ ¢

T
Application technical approved
|

Provisioning of start contingent
(0.24 Mio Core-h p. a. / 0.02 Mio Core-h p. m.)

1
Scientific Review (< 5 weeks)
. !

2 scientific reviews >0 Only 1 sci review after 7 weeks >0 At least one reject
L
OR

1
Cor'1d'|t|onal AIIoc.atlon Conditional Allocation No answer from reviewer
(Minimum of reviews) (Minimum of reviews)
1
l AT o ! User will be informed about conditional
Provisioning of conditional contingent :
I contingent
RAB decision
|

Significant technical issues

User will be informed about start contingent
(w.r.t planned the project start)

User will be informed about final contingent

Final resource allocation

\NTHAACHEN NHR4 & 05.02.2024
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Resource A"ocatlon and . . Proposal Formal Technical Scientific Eﬁgg:tggﬁ "ﬂ:
. . Project Preparation Submission Evaluation Review REVIE " a_rt1d_ ‘l o H PC. N RW
Monitoring 3/3 :
] ] $ r wlm usage -p bundl234 -q
— Technically every project on the cluster  |account: bund1234
has a certain budget Type: bund
_ Start of Accounting Period: 01.11.2020
— Example Aachen (command line tool): End of Accounting Period: 31.10.2021
~ Sliding Window (3 months) e O REedeet metive
- 1000 (remainder from previous month) Duota monthly (core-h) : 50000
+ 50000 (for the current month) Remaining core-h of prev. month: -1000
+ 50000 (fOf next month) Consumed core-h current month: 59000
- 59000 (consumed this month) Consumed  core-h last 4 weeks: 65000
= 40000 Core-h left over to be consumed this Consumable core-h (%) : -20
month at most! Consumable core-h: 40000
OR: Total quota (core-h): 0.600 Mio
' Total consumed core-h so far: 0.500 Mio
- *. __________________________________________________
Core-h left over for this month*: Default partition: c18m
50000 * -20% = -10000 Allowed partitions: cl8m, cl8g
* 200%: No core-hours were used during the previous and the current month Max. allowed wallclockt%me : 24.0 hours
-101%: The usage for the current and the previous month is > three months' quota ~ [Max. allowed cores per job: 384
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Project Reports

Resource

. . Proposal Formal Technical Scientific Allocation
FlEEE P e e Submission Evaluation Review Review and

Monitoring

HPC.NRW

— After the project you have to provide a
report about the scientific results

— Acknowledgments in related publications
required

-> Both helps the HPC centers to argue for
new future HPC resources

Application for Computing Time | Tim Cramer

; ’
{ ——

i CLAXProjects 2021

! High Performance Computing at RWTH Aachen Universi
!
i

https://www.itc.rwth-aachen.de/cms/it-center/IT-Center/Publikationen/~ljja/Jahresberichte/?lidx=1

CHEN NHR

05.02.2024

RWTHAA
UNIVERSITY CES

DARMSTADT



https://www.itc.rwth-aachen.de/cms/it-center/IT-Center/Publikationen/~ljja/Jahresberichte/?lidx=1

Conclusion HPC.NRW

_ o Resource
: : Proposal Formal Technical Scientific :
PIEEE e eI Submission Evaluation Review Review Alll\jl)gﬁﬂgnnagnd

Questions?
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